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In our environment, acute pain is often accompanied by input from other sensory modalities, like visual stimuli,
which can facilitate pain processing. To date, it is not well understood how these inputs influence the perception
and processing of pain. Previous studies on integrative processing between sensory modalities other than pain
have shown thatmultisensory response gains are strongest when the constituent unimodal stimuli areminimal-
ly effective in evoking responses. This finding has been termed the principle of inverse effectiveness (IE). In this
high-density electroencephalography study, we investigated the influence of Gabor patches of low and high con-
trast levels on the perception and processing of spatially and temporally aligned painful electrical stimuli of low
and high intensities. Subjective pain ratings, event-related potentials (ERPs) and oscillatory responses served as
dependent measures. In line with the principle of IE, stronger crossmodal biasing effects of visual input on sub-
jective pain ratings were found for low compared to high intensity painful stimuli. This effect was paralleled by
stronger bimodal interactions in right-central ERPs (150–200 ms) for low compared to high intensity pain stim-
uli.Moreover, an enhanced suppression ofmedio-central beta-band activity (12–24 Hz, 200–400 ms)was found
for low compared to high intensity pain stimuli. Our findings possibly reflect a facilitation of stimulus processing
that serves to enhance response readiness of the sensorimotor system following painful stimulation. Taken to-
gether, our study demonstrates that multisensory processing between visual and painful stimuli follows the
principle of IE and suggests a role for beta-band oscillations in the crossmodal modulation of pain.

© 2012 Elsevier Inc. All rights reserved.
Introduction

Acute pain often signals threat and potential damage to the individ-
ual, making fast and accurate processing of nociceptive input crucial for
our survival. In our environment, pain often occurs together with infor-
mation from other sensory modalities. Recent studies have shown that
semantically meaningful visual stimuli, like emotional facial expres-
sions (Senkowski et al., 2011a) or a needle pricking a hand (Höfle et
al., 2012), influence the perception and processing of pain. Despite the
high ecological relevance of pain, to date there is no detailed account
of the interaction between nociception and vision, and how this interac-
tion may be shaped by basic stimulus properties, such as stimulus
intensity.

Research on multisensory integration has demonstrated that com-
bining information across two or more sensory modalities often facil-
itates behavioral performance (Rach et al., 2011; Senkowski et al.,
y and Psychotherapy, Charité
ger Strasse 5-11, 10115 Berlin,

er).
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2011b) as well as neural responses (Stein and Stanford, 2008). A fre-
quently observed effect in behavioral data is that perceived intensi-
ties of bimodal stimuli are increased compared to the perceived
intensities of the corresponding unimodal stimuli (Frassinetti et al.,
2002; Nasri et al., 2011; Odgaard et al., 2004; Stein et al., 1996).
Stein et al. (1996) found that the presentation of a brief tone in-
creases the perceived intensity of a concurrently presented flash. Sim-
ilarly, Odgaard et al. (2004) demonstrated that bursts of white noise
presented together with a light are perceived as being louder than
noise presented alone. Paralleling these behavioral findings, human
neurophysiological studies have shown enhanced neural activity in
response to bimodal compared to the corresponding unimodal stim-
uli (Giard and Peronnet, 1999; Gondan et al., 2005; Murray et al.,
2005; Talsma and Woldorff, 2005).

A hallmark of multisensory processing is that the magnitude of
behavioral facilitation, as well as the modulation of neural activity,
is often inversely related to the intensity of the presented stimuli. Bi-
modal stimuli more frequently lead to stronger facilitation effects
when the constituent unimodal stimuli are low in intensity compared
to when they are high in intensity (Corneil et al., 2002; Diederich and
Colonius, 2004; Rach et al., 2011). This so called principle of inverse
effectiveness (IE) was first shown in single neuron recordings from

http://dx.doi.org/10.1016/j.neuroimage.2012.10.040
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Fig. 1. Experimental setup. (A) Visual (Gabor-patches) and painful (intracutaneous
electrical) stimuli were temporally and spatially aligned. Participants placed their left
hand palm-upwards on a board beneath a tilted flat screen on which visual stimuli
were presented. The tip of their left index finger, to which painful electrical stimuli
were applied, was aligned with the center of the screen. (B) Center: Continuous stim-
ulation stream. Participants were presented with a randomized stream of pain only (P),
visual only (V), and bimodal painful-visual (PV) stimuli. After each pain stimulus,
participants were asked to rate pain intensity and unpleasantness separately on a
2-dimensional scale using a joystick in their right hand. (C) Differences in pain inten-
sity and unpleasant ratings for PV−P stimuli. Differences in intensity and unpleasant-
ness ratings were larger for conditions with high compared to low visual stimulus
intensities. A pattern of inverse effectiveness was found for the comparison between
low versus high pain stimulus intensities. The crossmodal bias of visual input on pain
ratings was stronger when painful stimuli were low compared to when they were high
in intensity.
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the cat superior colliculus (Stein and Meredith, 1993) and has recent-
ly been demonstrated in a number of human behavioral and neuro-
physiological studies (Cappe et al., 2012; Senkowski et al., 2011b;
Stevenson and James, 2009; Stevenson et al., 2012; but see Ross et
al., 2007). Whether IE also applies to the interaction of painful and vi-
sual stimuli is thus far unknown.

A candidate neural mechanism that could be crucial for integrative
processing of visual and painful stimuli is neural synchrony. Human elec-
troencephalography (EEG) andmagnetoencephalography (MEG) studies
have highlighted the critical role of synchronized oscillatory activity in
both pain processing (Hauck et al., 2008) and multisensory integration
(Kayser et al., 2008; Senkowski et al., 2008). Pain processing under vari-
ous experimental conditions has been shown to suppress oscillatory
beta-band activity (BBA; 13–30 Hz) (Mancini et al., accepted for
publication; Ploner et al., 2006; Raij et al., 2004; Senkowski et al.,
2011a), in addition to modulations of low-frequency activity (2–12 Hz)
(Domnick et al., 2009; Iannetti et al., 2008b; Mouraux et al., 2003) and
high-frequency gamma-band activity (GBA; 30–100 Hz) (Gross et al.,
2007; Hauck et al., 2007; Tiemann et al., 2010). The close relationship
between pain processing and oscillatory responses indicates that the
principle of IE, if applicable for integrative processing between painful
and visual stimuli, may be reflected inmodulations of oscillatory activity.
In this EEG study, we investigated whether behavioral and neural inter-
actions between visual and painful stimuli follow the principle of IE.
We presented subjects with unimodal visual, unimodal painful and bi-
modal visual-painful stimuli of high and low intensities, while recording
ERPs, oscillatory responses and subjective pain ratings.

Methods

Participants

Sixteen right-handed, paid volunteers participated in the study.
Three participants had to be excluded because more than 50% of trials
including painful stimulation had to be removed due to extensive
muscle artifacts in their EEG data. The remaining thirteen participants
(8 female, 20–31 years of age) had normal or corrected to normal vi-
sion and reported no history of neurological or psychiatric illness. All
applied procedures were approved by the Ethics Commission of the
Medical Association of Hamburg, Germany.

Stimuli and procedure

Nociceptive stimulation was realized by means of the intracutane-
ous electrical pain model (Bromm and Meier, 1984). Electrical stimuli
(16 ms duration) were applied to the tip of participants' left index
finger. To minimize the electrical artifact induced by the intracutane-
ous stimulation, a ground electrode was attached to the participants
left wrist. Prior to the experimental session, individual pain thresh-
olds were determined for each subject using a staircase procedure
(Höfle et al., 2012). During the experiment, painful stimuli were
presented with intensities of 1.2 and 1.5 fold individual pain thresh-
old. We defined the former as low intensity and the latter as high in-
tensity pain stimulus. Pilot studies showed that electrical stimuli of
these intensities are consistently rated as painful. Visual stimuli con-
sisted of black and white Gabor patches with vertical gratings (spatial
frequency=0.5 cycles per degree, Gaussian standard deviation=
150) and were presented for 100 ms. Stimulus intensity was ma-
nipulated by varying the contrast of Gabor patches while keeping
the mean luminance constant at 26 cd/m2. The Michelson contrast,
i.e. [(luminance maximal− luminance minimal)/(luminance maximal+
luminance minimal)]∗100, for low and high intensity stimuli was 11
and 61, respectively. These intensities were selected in accordance
with our recent study on the principle of IE in audiovisual processing
(Senkowski et al., 2011b). Pain and visual stimuli were presented in
a spatially congruent fashion (Fig. 1A). Participants placed their left
hand beneath a tilted flat screen onwhichGabor patcheswere centrally
presented. The tip of participants' left index finger, to which the painful
electrical stimulus was applied, was placed directly behind the Gabor
patch. The experiment was conducted in an electrically shielded,
sound proof, and dimly lit room. A continuous stream of randomized
unimodal pain (P), unimodal visual (V) and bimodal (PV) trials was
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presented (Fig. 1B). Each stimulus modality was presented at low and
high intensities, resulting in a total of four unimodal (Phigh, Plow, Vhigh,
and Vlow) and four bimodal (PhighVhigh, PhighVlow, PlowVhigh, and PlowVlow)
conditions. After the presentation of each electrical stimulus, partici-
pants rated intensity and unpleasantness of the experienced pain sensa-
tion on a 2-dimensional visual analog scale (VAS) using a joystick in
their right hand (Fig. 1B). The VAS ranged between 0 and 100 on the ver-
tical intensity axis (0=no sensation, 40=beginning of pain experience,
as marked by a horizontal line, and 100=highest imaginable pain) and
between 0 and 100 on the horizontal unpleasantness axis (0=not un-
pleasant at all and 100=extremely unpleasant). To assure that partici-
pants attended to visual stimuli, catch trials consisting of horizontally
oriented Gabor patches were intermingled with the regular trials at a
total rate of 10.7%. Participants were instructed to indicate the appear-
ance of a horizontal grating by a speeded button press on the joystick.
Additionally, no-stimulus trials with 100 ms duration (analog to the du-
ration of visual stimuli) were randomly intermixed into each block at a
rate of 30%. No-stimulus trials were blank trials featuring neither painful
nor visual stimuli. When presented at rates of about 30% these trials do
not elicit physiological responses by themselves (Busse and Woldorff,
2003). The averaged response to no-stimulus trials contains the average
overlapping activity from previous trials as well as anticipatory activity
preceding the upcoming trial (Woldorff, 1993). These activities can be
contaminating factors when the sum of two unimodal responses is
compared with a single bimodal response (Teder-Sälejärvi et al., 2002).
Subtracting the average no-stimulus trial activity from the responses to
both unimodal and bimodal trials is an effective approach to control
for these contaminating factors in the analysis of ERPs (Senkowski et
al., 2007b; Talsma and Woldorff, 2005). All stimuli, including no-
stimulus trials, were followed by inter-stimulus intervals (ISI), which
varied randomly between 1000 and 1400 ms (mean 1200 ms). A
white fixation cross was centrally presented on a gray background dur-
ing ISI, pain-only, and no-stimulus trials. In total, 560 unimodal (280 P,
280 V), 560 bimodal PV, 480 no-stimulus, and 120 catch trials were
presented. The experimental sessions consisted of 20 blocks comprising
86 trials each. Stimulus presentation was controlled using Presentation
software (Neurobehavioral Systems, Albany CA).

EEG recording

EEG data were collected using a 126 channel system (Easycap, Falk
Minow services). In addition, two electrodes were placed at the medi-
al upper and lateral border of the right orbit to monitor eye move-
ments. Data were recorded against nose reference with a pass band
of 0.016–250 Hz and digitized with a sampling rate of 1000 Hz
using a BrainAmp amplifier system (Brain Products). Analysis of the
EEG data was performed using Matlab 7.3.0 (Math-Works), EEGLAB
5.03 (Delorme and Makeig, 2004), and FieldTrip (Oostenveld et al.,
2011). During the off-line analysis, data were band pass filtered be-
tween 0.3 and 125 Hz, downsampled to 500 Hz, and re-referenced to
common average. To remove line noise a narrow-band 50 Hz notch
filter was applied. Channels with extremely high and/or low frequency
artifacts throughout the entire recording were linearly interpolated
(M=4.8, ranging from 0 to 8 interpolated channels) using a model of
the amplitude topography at the unit sphere surface based on all
non-artifactual channels (Perrin et al., 1989). Epochs containingmuscu-
lar or technical artifacts were removed after visual inspection. Next,
an independent component analysis approach was applied to reduce
artifacts such as eye-blinks, horizontal eye movements, electrocardio-
graphic activity, aswell as artifacts induced by the electrical stimulation.
Independent components representing artifacts were removed from
the EEG data by back-projecting all but these components (Schneider
et al., 2008). Finally, all trials that still exceeded a threshold of 100 μV
were rejected automatically. On average, 10.7% of trials were removed.
Data were epoched from −500 ms before to 1000 ms after stimulus
onset. Baselines were computed from −200 ms to 0 ms before trial
onset for the ERP analysis, and from −300 ms to −100 ms before
trial onset for the time–frequency analysis.

Data analysis

Pain ratings
Prior to statistical analysis, outlier trials in which intensity or un-

pleasantness ratings were above or below 2.5 SD of the individual
subject and condition mean were removed from the dataset. The
crossmodal bias on pain intensity and pain unpleasantness ratings
was defined as the difference between pain ratings to bimodal PV
stimuli minus pain ratings to unimodal P stimuli (i.e. PV−P). Since
there were no pain ratings to V stimuli, a linear combination of P+V
stimuli could not be calculated. For the statistical analysis, two-way re-
peatedmeasures analyses of variance (ANOVAs) were performed sepa-
rately on both, intensity and unpleasantness ratings (i.e. PV−P) using
the factors condition (bimodal vs. combined unimodal) and stimulation
(PhighVhigh, PhighVlow, PlowVhigh, and PlowVlow). Significant interactions
were followed up by repeatedmeasures ANOVAs using the factors visu-
al contrast (high and low) and pain stimulus intensity (high and low).

Time–frequency analysis
Time–frequency representations (TFRs) for frequencies ranging

from 2 to 30 Hz were calculated using Fast Fourier Transforms perform
with Hanning tapered time windows (200 ms taper length, 5 Hz spec-
tral smoothing). TFRs for frequencies ranging from 30 to 100 Hz were
calculated using Fast Fourier Transform performed on a set of orthogo-
nal Slepian taperswith 100 ms taper length and 10 Hz spectral smooth-
ing (Mitra and Pesaran, 1999). Subsequently, all data were normalized
by calculating the percent change to a −300 to −100 ms baseline as
follows: Pow(t,f)normalized=100∗(Pow(t,f)poststimulus−Pow(f)baseline)/
Pow(f)baseline. Multisensory interactions in oscillatory responses were
assessed by calculating the difference between total time–frequency re-
sponses to bimodal stimuli and combined unimodal stimuli. As phase
information is not available in time–frequency spacewhen power values
are computed, merely summing up the averaged time–frequency re-
sponses to the unimodal pain andunimodal visual stimulationwould re-
sult in an incorrect estimation of their joined activity (for a detailed
discussion on this issue see Senkowski et al., 2007a). As suggested by
Senkowski et al. (2007a), the sumof unimodal conditionswas calculated
at the single trial level prior to the time–frequency transformation. This
allows for a cancelation of nociceptory and visually related oscillatory
activity that is not aligned in phase. For each stimulation condition
(PhighVhigh, PhighVlow, PlowVhigh, and PlowVlow), each unimodal V trial
was combined with each unimodal P trial, resulting in a total of N (trials
V)×M (trials P) combinations of trials per condition. Next, bimodal trials
and combined unimodal trials were time–frequency transformed and
multisensory interactions were calculated by contrasting bimodal with
combined unimodal responses. This was done separately for each stim-
ulation condition. Although the oscillatory responses to unimodal stimu-
li were not directly summed up, in the following sectionswewill refer to
the combined unimodal oscillatory stimuli as P+V. For the analysis of
BBA, a time–frequency window from 200 to 400 ms ranging from 12
to 24 Hz was used. This windowwas selected based on previous studies
on pain processing (Senkowski et al., 2011a) and multisensory process-
ing (Bauer et al., 2009; Trenner et al., 2008). Moreover, the selected
time–frequency window fits with the main difference between bimodal
and combined unimodal stimuli pooled across stimulus intensities
(Supplementary Fig. 1A). Based on the topography of unimodal pain
and unimodal visual responses, aswell as onfindings by previous studies
(Babiloni et al., 2002; Bauer et al., 2009; Senkowski et al., 2011a), a
medio-central and an occipital ROI (15 and 8 electrodes, respectively,
Fig. 2B were selected for the analysis.

For the analysis of GBA, a time–frequency window from 50 to
250 ms ranging from 60 to 80 Hz was selected, in correspondence
with previous studies on pain processing (Gross et al., 2007; Hauck et
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Fig. 2. Total oscillatory responses to unimodal painful and visual stimuli. (A) Topographical
maps (300 ms, 18 Hz) for unimodal painful and unimodal visual stimuli of both low and
high intensities. (B) Corresponding time–frequency representations (2–30 Hz) Strongest
beta-band suppressionwas found atmedio-central scalp for painful stimuli, and at occipital
scalp for visual stimuli.
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al., 2007; Senkowski et al., 2011a). Based on the topography of GBA to
unimodal pain and unimodal visual stimuli (Supplemental Fig. 2), the
analysis focused on the same medio-central and occipital ROIs as used
for the analysis of BBA (Fig. 2B). The statistical analysis was conducted
using a three-way repeatedmeasuresANOVAwith the factors condition
(bimodal vs. combined unimodal), stimulation (PhighVhigh, PlowVhigh,
PhighVlow, and PlowVlow) and ROI (medio-central vs. occipital). Sig-
nificant interactions between condition and stimulation were fol-
lowed up by ANOVAs on difference values (bimodal minus combined
unimodal) using the factors visual contrast (high and low) and pain
stimulus intensity (high and low).
Table 1
Analysis of variance for behavioral data, ERPs and oscillatory responses.

df Intensity Unpleasantness Beta-b

F P-value F P-value F

Condition (Cond) 1,12 17.38 0.001⁎⁎⁎ 18.67 0.001⁎⁎⁎ 9.15
Stimulation (Stim) 3,12 25.19 0.000⁎⁎⁎ 38.52 0.000⁎⁎⁎ 1.06
ROI 1,12 – – – – 2.25
Cond×Stim 3,36 23.02 0.000⁎⁎⁎ 38.42 0.000⁎⁎⁎ 2.22
Cond×ROI 3,36 – – – – 6.96
Stim×ROI 3,36 – – – – 3.06
Cond×Stim×ROI 3,36 – – – – 4.73

df Intensity Unpleasantness Beta-b

F P-value F P-value F

Pain level 1,12 18.36 0.001⁎⁎⁎ 2.99 0.11 6.77
Contrast level 1,12 23.58 0.000⁎⁎⁎ 10.05 0.008⁎⁎ 3.35
Pain×contrast level 3,36 3.56 0.084 0.01 0.932 0.36

⁎ p≤0.05.
⁎⁎ p≤0.01.

⁎⁎⁎ p≤0.001.
a 150–200 ms.

Significant results highlighted in bold.
Event-related potentials
The time-locked average of no-stimulus trialswas removed from the

ERPs of all unimodal and bimodal conditions prior to statistical analysis
(see above). In line with previous studies (Giard and Peronnet, 1999;
Molholm et al., 2002; Schneider et al., 2011), bimodal interactions in
ERPs were assessed by directly comparing the neuronal responses to
bimodal stimuli with the linear combination of responses to the respec-
tive unimodal stimuli (i.e. PV−(P+V)). In line with previousworks on
pain-related ERPs (Bromm and Meier, 1984; Legrain et al., 2009;
Valeriani et al., 2008; but see also Iannetti et al., 2008a), our analysis
focused on the N2/P2 complex peaking around 200 ms. Based on peak
latencies found in our own data (Fig. 5A) as well as latencies reported
by Mouraux et al. (2010), a time window from 150 to 200 ms
(encompassing the N2) and a time window from 200 to 250 ms
(encompassing the P2) were selected for further analysis. Based on
the topography of the mean activity over all stimulus intensities
(Supplemental Fig. 3), a right-central and a right-parietal ROI were de-
fined for the statistical analysis. Three-way repeated measures ANOVAs
with the factors condition (bimodal vs. combined unimodal), stimula-
tion (PhighVhigh, PlowVhigh, PhighVlow, and PlowVlow), and ROI (right-central
and right-parietal) were computed for both time windows. Significant
interactionswere followed up by two-wayANOVAs on difference values
(PV−(P+V)), using the factors visual contrast (high and low) and pain
stimulus intensity (high and low).

Results

Behavioral data

ANOVAs were calculated for intensity and unpleasantness ratings
using the factors condition (bimodal vs. combined unimodal) and stim-
ulation (PhighVhigh, PlowVhigh, PhighVlow, and PlowVlow). The ANOVA for in-
tensity ratings (Table 1) revealed significant main effects of condition
(F1,12=17.38, p≤0.001), stimulation (F3,12=25.19, p≤0.001), as well
as a significant interaction between these factors (F3,36=23.02,
p≤0.001). A two-way follow-up ANOVA was conducted on difference
values (PV−P) using the factors visual contrast and pain stimulus inten-
sity (Fig. 1C). The ANOVA revealed a significantmain effect of visual con-
trast (F1,12=23.58, p≤0.001), indicating larger rating differences for
high contrast (M=4.02) compared to low contrast visual stimuli (M=
1.45). In addition, a significant main effect of pain stimulus intensity
and Gamma-band ERP 150–200 ms ERP 200–250 ms

P-value F P-value F P-value F P-value

0.011⁎ 14.91 0.002⁎⁎ 1.65 0.224 0.11 0.748
0.377 3.86 0.017⁎ 0.22 0.881 8.21 0.000⁎⁎⁎

0.160 0.06 0.805 2.74 0.124 20.5 0.000⁎⁎⁎

0.103 1.44 0.247 3.05 0.041⁎ 1.31 0.285
0.022⁎ 0.02 0.896 8.00 0.015⁎ 1.06 0.323
0.040⁎ 0.15 0.923 12.77 0.000⁎⁎⁎ 0.63 0.602
0.007⁎⁎ 0.30 0.825 0.269 0.847 0.20 0.899

and central Beta-band occipital ERPa anterior ERPa posterior

P-value F P-value F P-value F P-value

0.023⁎ 3.29 0.095 7.46 0.012⁎ 1.18 0.300
0.092 2.87 0.049⁎ 2.16 0.168 0.05 0.831
0.561 0.97 0.410 0.92 0.356 0.79 0.391
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was found (F1,12=18.36, p≤0.001), due to higher rating differences for
low intensity (M=4.09) compared to high intensity (M=1.38) painful
stimuli, afinding that is in linewith the principle of IE. The ANOVA for un-
pleasantness ratings (Table 1) revealed significant main effects of condi-
tion (F1,12=18.67, p≤0.001) and stimulation (F3,12=38.52, p≤0.001),
as well as a significant interaction between these factors (F3,36=38.42,
p≤0.001). The follow-up two-wayANOVA revealed a significantmain ef-
fect of visual contrast (F1,12=10.05, p≤0.008), with larger differences for
high contrast (average difference=3.38) compared to low contrast (av-
erage difference=1.11) stimuli. It was also found that mean unpleasant-
ness rating differences were larger for low intensity compared to high
intensity pain stimuli, however, this effect was not significant (F1,12=
2.99, p≤0.11). Finally, participants correctly detected 91.6% of the visual
catch trials (range 70.5–100%), indicating that visual attention during
the experiment was directed to the Gabor patches.

Beta-band activity

Fig. 2 illustrates TFRs and topographical maps of BBA after unimodal
painful and visual stimulation. Starting around 200 ms after stimulus
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onset, painful stimulation caused an enhanced suppression of BBA at
medio-central scalp regions, encompassing areas over the sensorimotor
cortex. For visual stimulation, the strongest suppression of BBA was
found at posterior scalp, encompassing areas of visual cortex. Fig. 3
shows TFRs of bimodal and the combined unimodal stimuli, as well as
their difference. The figure indicates differences between bimodal and
combined unimodal stimuli around 300 ms after the stimulus onset in
the beta-band (~18 Hz). These effects differed between the different
intensity conditions, especially at medio-central and occipital scalp
(Fig. 4). The three-way ANOVA for BBA (200–400 ms, 12–24 Hz;
Table 1)with the factors condition, stimulation, andROI revealed a signif-
icant main effect of condition (F1,12=9.15, p≤0.011) and significant in-
teractions between the factors condition and ROI (F3,36=6.96,
p≤0.022) and stimulation and ROI (F3,36=3.06, p≤0.04). Moreover, a
three-way interaction between condition, stimulation and ROI was
found (F3,36=4.73, p≤0.007). Follow-up two-way ANOVAs were
conducted separately for each ROI using the differences between bimodal
and combined unimodal responses as dependent variable and the factors
visual contrast (high and low) and pain stimulus intensity (high and low)
as independent variables. The ANOVA for themedio-central ROI revealed
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a significant main effect of pain stimulus intensity (F1,12=6.77,
p≤0.023), due to larger response differences for stimuli containing low
compared to high intensity painful input. At the occipital ROI, a significant
main effect of visual contrast was found (F1,12=2.87, p≤0.049), due to
larger response differences for stimuli containing low compared to high
contrast visual inputs. Thus, the effect of pain stimulus intensity on
medio-central BBA suppression and the effect of visual stimulus intensity
on occipital BBA suppression were both in line with the principle of IE.

Gamma-band activity

Fig. 5A illustrates TFRs of GBA in response to bimodal visual-
painful and combined unimodal stimuli, as well as their difference.
The figure indicates differences between responses to bimodal and
combined unimodal stimulation around 150 ms after the stimulus
onset. Fig. 5B shows the topography of the gamma-band response,
encompassing medio-central as well as occipital regions largely similar
to the beta-band response. The three-way ANOVA for GBA (50–250 ms,
60–80 Hz) using the factors condition, stimulation, and ROI revealed a
significant main effect of condition (F1,12=14.91, p≤0.002), due to larg-
er responses for bimodal compared to combinedunimodal stimuli.More-
over, a significant main effect of stimulation (F3,36=3.86, p≤0.017) was
found, with high intensity stimuli eliciting larger responses than low in-
tensity stimuli. No further significant main effects or interactions were
found.

Event-related potentials

The ERPs showed a typical N2/P2 complex, which was similar for
bimodal and combined unimodal conditions. Fig. 6A indicates early dif-
ferences between bimodal and combined unimodal conditions for the
N2 component around 150–200 ms. Across conditions, N2 amplitudes
were larger for bimodal compared to combined unimodal trials, indica-
tive of super-additive multisensory interactions. For the 150–200 ms
time-window (encompassing the N2 component; Table 1) the three-
way ANOVA using the factors condition (bimodal vs. combined
unimodal), stimulation (PhighVhigh, PlowVhigh, PhighVlow, and PlowVlow)
and ROI (right-central and right-parietal) revealed a significant interac-
tion between condition and stimulation (F3, 36=3.05, p≤0.041), a signif-
icant interaction between condition and ROI (F3, 36=8.00, p≤0.015), as
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well as a significant interaction between stimulation and ROI (F3, 36=
12.77, p≤0.000). Follow-up two-way ANOVAs were conducted on the
amplitude differences between bimodal and combined unimodal stimuli
for each ROI separately using the factors visual contrast (high and low)
and pain stimulus intensity (high and low). The ANOVA for the right-
central ROI revealed a significant main effect for pain intensity (F1,12=
7.46, p≤0.012), due to larger amplitude differences for the low com-
pared to the high painful stimulation (Fig. 6B). This finding further sup-
ports the notion that the principle of IE applies to the multisensory
processing of painful stimuli. No significant effects were found for the
right-parietal ROI (Fig. 6B). The ANOVA for the 200–250 ms time-
window (encompassing the P2 component) revealed a significant main
effect for stimulation (F1,12=8.21, p≤0.000) as well as a significant
main effect for ROI (F1,12=20.50, p≤0.000). No further significant ef-
fects were found.
Discussion

In this study,we investigated the effect of stimulus intensity onmul-
tisensory processing between spatially and temporally aligned painful
and visual stimuli. As a main result, we found that the crossmodal bias
of visual stimuli on pain intensity ratings and neural processing in
BBA and ERPs follows the principle of IE.
Pain ratings

In agreement with the principle of IE the crossmodal bias of visual
inputs was stronger on low compared to high intensity painful stim-
uli. Behavioral studies in humans have previously shown that the
principle of IE is applicable to multisensory processing between vari-
ous modalities other than pain. Using reaction times as dependent
variable, IE has been shown for audiovisual processing (Corneil et
al., 2002; Senkowski et al., 2011b; Stevenson et al., 2012; but see
Ross et al., 2007) as well as for audio-tactile and visual-tactile pro-
cessing (Diederich and Colonius, 2004). In addition, IE has also been
reported for detection rates in audiovisual processing (Rach et al.,
2011). Our results are in line with these findings and extend them
by showing that the IE is also applicable to the crossmodal influence
of visual inputs on perceived pain intensity.

While the crossmodal bias of pain perception by concurrent visual
stimuli was inversely related to the strength of painful stimuli, we ob-
served a stronger influence of high compared to low intensity visual
stimuli on pain perception. Across conditions, the presentation of vi-
sual stimuli enhanced pain ratings compared to the presentation of
painful stimuli alone. It may be that presentation of visual stimuli
causes an unspecific enhancement of arousal, which in turn enhances
the perceived intensity of sensory inputs. Accordingly, the absence of
a pain rating enhancement in the bimodal PhighVlow compared to the
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unimodal Phigh condition may be linked to the perceived strong in-
tensity of Phigh stimuli, which is not further enhanced by a weak visu-
al input. Supporting this notion, we have recently observed that
painful electrical stimuli were rated as being more painful when ac-
companied by pictures of emotional as compared to neutral faces
(Senkowski et al., 2011a). Another recent study showed that viewing
a needle pricking a hand compared to viewing a hand alone leads to
enhanced pain ratings to concurrently presented painful stimuli
(Höfle et al., 2012). The authors also reported enhanced pupil dilation
in response to the presentation of the needle prick, suggesting that
this condition led to an enhancement of arousal. While this assump-
tion requires further empirical testing, it is possible that intensity de-
pendent influence of visual input on pain perception is linked to
modulation of unspecific arousal. Our finding of stronger visual bias-
ing effects on low compared to high intensity pain stimuli, however,
is well in line with the principle of IE.

Beta-band activity

Multisensory interactions in BBA at the medio-central scalp, en-
compassing regions of the sensorimotor cortex, followed the pattern
of IE (Fig. 4). The suppression of BBA for the differences between bi-
modal and unimodal stimuli was stronger when the painful input
was low compared to when it was high in intensity. The topography
of this effect (Fig. 4) as well as the observation of similar responses
to pain only stimuli (Fig. 2) suggests an involvement of sensorimotor
areas. Neural responses to painful stimuli in sensorimotor cortex have
been linked to the sensory-discriminative dimension of pain perception,
which reflects intensity and spatiotemporal aspects of pain (Coghill et
al., 1999; Derbyshire et al., 1997; Timmermann et al., 2001). Our data
suggest that processing of these aspects of pain stimuli is modulated
through crossmodal interactions by contextual visual stimuli, following
the principle of IE.

Another interesting finding was that multisensory interactions in
BBA at posterior scalp, encompassing regions of the occipital cortex,
were inversely related to visual stimulus intensity. The effect was
stronger when visual contrast was low compared to when it was high
in intensity. Previous work has shown IE in audiovisual processing
both for ERPs over occipital visual areas (Senkowski et al., 2011b;
Stevenson et al., 2012) as well as for hemodynamic responses in supe-
rior temporal sulcus (Werner and Noppeney, 2010). Furthermore,
using fMRI, Kim et al. (2012) found a pattern of IE for integrative
visuotactile processing in occipital cortex. Thus, our finding suggests
that painful stimuli modulate suppression of BBA as an inverse function
of visual stimulus intensity.

Also of interest is the observation that multisensory interactions in
oscillatory responses were found in the beta band. In line with previ-
ous EEG studies using visual and painful stimuli (Raij et al., 2004;
Ploner et al., 2006), beta-band activity showed a pronounced de-
crease after stimulus presentation which lasted from 200 to 400 ms
and showed maximum activities at medio-central and posterior scalp
regions. Similar topographies and spectrotemporal characteristics
have also been found in studies using tactile stimulation. Cheyne et al.
(2003) observed suppression of 8–30 Hz activity over sensorimotor re-
gions in response to tactile stimulation. Using MEG, Bauer et al. (2009)
reported widespread suppression of beta-band activity over medio-
central and posterior areas after visuotactile stimulation. Beta-band
suppression has been often interpreted as a neural signature of activa-
tion in sensorimotor areas (Neuper et al., 2006; Pfurtscheller and
Lopes, 1999). For instance, Raij et al. (2004) reported faster reaction
times for motor responses that are executed during periods of beta-
band suppression compared to motor responses executed before beta-
band suppression. In addition, Stancak et al. (2005) found an increase
in coherence between sensorimotor BBA and peripheralmuscle activity
after painful stimulation, supporting the functional relevance of pain-
induced BBA suppression for motor responses. Recently, Engel and
Fries (2010) suggested a role for BBA in signaling the brain's ‘status
quo’. The authors suggested a steady level of BBA when there is no
change in the cognitive or perceptual set. A decrease of BBA is predicted
when the current state is disrupted by a novel or unexpected stimulus.
The effects on BBA suppression in the present studymay thus reflect the
alerting function of pain, which demands attention and urges to react.

The observed effects on BBA suppression possibly might also re-
flect the preparation of the behavioral response associated with the
pain rating. Participants rated the intensity and unpleasantness of
painful stimuli, which were applied to their left index finger, with a
joystick in their right hand Thus, if the BBA effects in the present
study would be primarily related to the preparation of the pain rat-
ings, one would expect to find the most robust differences between
bimodal PV and combined visual and painful trials over ipsilateral
(i.e. left) sensorimotor regions. However, the strongest differences
between PV and combined visual and painful trials were found over
contralateral sensorimotor regions (Supplementary Fig. 1B). This sug-
gests that differences in motor preparation associated with the pain
ratings are not likely to account for the observed effects of stimulus
intensity on BBA suppression.

Gamma-band activity

GBA increased as a function of stimulus intensity (Fig. 5; Table 1).
Although the overall electrical stimulus intensity was the same for
both bimodal and combined unimodal trials, GBA as well as pain rat-
ings were, on average, higher in bimodal conditions compared to the
corresponding unimodal conditions. Thus, GBA reflects the general
differences in subjective pain intensities between bimodal and com-
bined unimodal trials. This finding is in line with numerous recent
studies on pain processing and pain perception (Gross et al., 2007;
Schulz et al., 2011; Zhang et al., 2012). Using MEG, Gross et al. (2007)
found GBA in the primary somatosensory cortex to follow physical stim-
ulus intensity as well as subjective pain intensity ratings. Similarly,
Zhang et al. (2012) showed that GBA reflects subjective pain intensity,
irrespectively of the overall stimulus saliency. Moreover, using a classifi-
er trained on single-trial data, Schulz et al. (2011) predicted individual's
sensitivity to pain from a combination of pain-evoked lower frequency-
band (1–20 Hz) and induced gamma-bandactivity. Adding to these pre-
vious studies, our results provide further evidence for the role of GBA in
pain processing. Interestingly, there were no significant differences in
multisensory interactions between the different stimulation conditions.
GBAwas generally higher for bimodal compared to combined unimodal
stimuli. This suggests that GBA does not directly reflect the inverse rela-
tionship between stimulus intensity and pain processing, as obtained in
pain ratings.

Event-related potentials

Multisensory interactions in right-central ERPs, encompassing theN2
component, showed a pattern of IE (Fig. 6B). ERP amplitude differences
between bimodal and unimodal conditions were larger, i.e. more nega-
tive, when the painful input was low compared to when it was high in
intensity. Our finding of IE in ERPs fits with a number of previous studies
investigating IE in human behavioral and neural responses to non-
painful multisensory stimuli. Recently, Senkowski et al. (2011b) demon-
strated IE in ERPs following basic, semantically meaningless audiovisual
stimulation. Using naturalistic audiovisual speech stimuli, Stevenson et
al. (2012) observed IE effects in ERPs at similar latencies as observed in
the present study.

Previous studies have linked the N2/P2 complex to the processing
of pain (Bromm and Lorenz, 1998; Kakigi et al., 2000) and to the sub-
jectively perceived intensity of painful input (Bromm, 1987). Inter-
estingly, recent work has suggested that the N2/P2 complex may
primarily relate to more general aspects of the presented stimuli,
like saliency (Iannetti et al., 2008b; Mouraux and Iannetti, 2009) or
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attention directed to a novel stimulus (Legrain et al., 2009). The
present study does not allow to disentangle whether the observed
ERP effects relate to pain-specific or more general stimulus process-
ing. However, irrespective of its origin, we show that the N2 compo-
nent follows the principle of IE in visual-painful processing.

Potential issues when examining the principle of inverse effectiveness

Recently, potential issues concerning the principle of IE have been
raised (Holmes, 2007). A major criticism was that the post-hoc con-
ditionalization of the data based on the strength of unimodal response
properties could lead to regression towards the mean. The present
study circumvents this issue by defining a priori the intensities of
presented stimuli. Another issue was that floor or ceiling effects in the
data might contribute to the finding of IE. Based on previous work
(Höfle et al., 2012; Senkowski et al., 2011b) the stimulus intensities in
the present study were carefully selected not to produce floor or ceiling
effects. Finally, it has been argued that the use of a relative measure-
ment of multisensory response gain (i.e. relative percentage change
compared to the summed bimodal response) may increase the likeli-
hood of observing IE effects. To circumvent this issue, we examined
the absolute multisensory response gain in the present study.

Conclusion

Our study shows that multisensory processing of visual-painful
stimuli in pain intensity ratings, BBA, and ERPs follows the principle
of IE. We provide evidence that integrative processing between pain-
ful and visual stimuli works in a similar way as previously reported
for multisensory processing of stimuli from other sensory modalities.
Moreover, our study demonstrates that spatially and temporally aligned
basic visual stimuli can bias the perception of pain, even though they do
not contain semantically meaningful information. Finally, our study
suggests a role of beta-band suppression in pain processing. To our
knowledge, the present study is the first to demonstrate that the princi-
ple of IE is applicable to the crossmodal processing of pain.

Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.neuroimage.2012.10.040.
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